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REDUCING THE NUMBER OF PAL MACROCELLS IN MOORE FSM

A method of Moore’s circuit optimization is proposed. The method is based on the features of
CPLD architecture and Moore’s FSM model. The example of the offered method is given. The car-
ried out researches have shown that the method reduces hardware expenses up to 30%. The scien-
tific novelty of the proposed method is reduced to usage of peculiarities of both the Moore FSM
(the existence of pseudoequivalent states) and CPLD (the wide fan-in of PAL macrocells). These
peculiarities are used for decreasing the number of PAL macrocells in the Moore FSM’s logic
circuit. The practical meaning of the proposed method is determined by the diminishing the area of
SoC occupied by the logic circuit of a control unit in comparison with known approaches.
Keywords: Moore FSM, pseudoequivalent states, SoC, CPLD, PAL, macrocells.

Introduction. The systems-on-chips (SoC) are widely used for implementing digital systems.
Using this basis allows implementing a complex digital system using only a single chip [2]. Two
main elements can be found in CPLD-based SoC, namely, macrocells of programmable array logic
(PAL) and embedded memory blocks (EMB). The macrocells are used for implementing random
logic, whereas the EMBs for implementing tabular functions [3].

Control units (CU) are very often implanted as parts of SoC [4, 5]. These devices are very
important because they coordinate the interplay of all other system blocks. The model of Moore
finite state machine (FSM) is very popular for synthesis of CUs [6]. To improve many characteris-
tics of a digital system, it is necessary to optimize the number of PALSs in the FSM’s logic circuit.

To solve this problem, it is necessary to take into account the specifics of both the Moore
FSM and a complex programmable logic device (CPLD) used for implementing a CU. Two pecu-
liarities of Moore FSM can be used for the pseudoequivalent states [7]. A regular nature of output
variables (microoperations) is the second specific. It allows using EMBs for implementing the
system of microoperations [3]. The main specific of CPLD is a wide fan-in of PAL macrocells
(up to 30) [8]. Also, the limited amount of product terms let a macrocells should be taken into
account (up to 8) [4]. The aim of research is the reduction of the number PALs into the Moore
FSM’s logic circuit. The main task of the research is development of synthesis method using more
than one source of state codes.

Peculiarities of Moore FSM. Let a control algorithm of a digital system be represented by a
graph-scheme of algorithm (GSA) I'=I'(B,E) where B={b,,b.}UE, UE, is a set of vertices,

E={<b,,b, >|b,,b, B} is aset of arcs. Here b, is a start vertex of GSA, b is an end vertex,
E, is a set of operator vertices, E, is a set of conditional vertices. Operator vertices b, € E, con-
tain collections of microoperations Y(b,) = Y where Y ={y,,...,y,} is a set of microoperations
[9]. Conditional vertices b, € E, include elements of the set of logical conditions X ={x,,...,x }.
Both vertices b, and b, correspond to the initial state a, € A, where A={a,,...,a,,} is a set of
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internal states. Each operator vertex b, € E, corresponds to a single state a, € A[5]. The logic
circuit of Moore FSM is represented by the following systems:

@ = d(T,X), (1)
Y =Y(T). )

In (1)-(2) the set T ={T,..., Tz} is a set of state variables used for state assignment
(R= ]_Iog2 |\/|—|); the set ® ={D,,...,Dz} is a set of input memory functions. The systems (1)-(2)
are constructed on the base of structure table (ST). It has the following columns: a_ is a current
state; K(a,,) is a code of the state a,, € A; a, is a state of transition; K(a,) is a code of the state
a,; X, is a conjunction of some elements X, € X (or their complements) determining the
<a,,a, >; @, isacollection of input memory functions equal to 1 to replace the code K(a,,) by

the code K(a,); h=1H,(I") is the number of transition. The column a, of ST includes the col-
lection Y(a,)c<Y of microoperations generated in the state a, eA. Naturally, it is
Y(a,)=Y(b,) where the vertex b, € E, is marked by the state a,, € A.

The number of transitions H,(I'T is, as a rule, bigger than this number H,(I'T for the equiva-
lent Mealy FSM [5]. It results in the increasing of the number of PALSs in the logic circuit of Moore
FSM in comparison with its counterpart of equivalent Mealy FSM. The value of H,(I") could be
decreased due to the use of pseudoequivalent if outputs of operator vertices marked by these states
are connected with an input of the same vertex. Let I1, ={B,,...,B,} be a partition of the set A by

classes of pseudoequivalent states (PES). Let us encode a class B, €I1, by a binary code K(B;)
having R, = ﬂog2 I—| bits. Let us use the variables t, € T for the encoding, where M =R,. In this,
the following model U, is used (Fig. 1).

X
—»{ Block of Input @ T Block of Y
Memory —> RG Micro- —»
Functions operations
Start ‘
Clock
T Block of Code
Transformer

Figure 1 — Structural diagram of Moore FSM U,
In FSM U4, the block of input memory functions (BIMF) implements the functions:

@ = d(t,X). ©)
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The block of microoperations (BMO) implements the system (2). The register RG represents
a state memory. If Start =1 then zero code of the initial state a; € A is loaded into RG. The pulse

Clock causes the changing of state codes into RG. The block of code transformer (BCT) imple-
ments the system:

t=1(T). (4)

So, the BCT generates a code K(B,) on the base of codes a,, € B, .

At it is shown in [10], The number of transitions is existence of the BCT requiring some re-
sources of the chip. In Uq, the circuit of BIMF is implement with PALs, whereas the circuits of
BCT and BMO by EMBs. A method is proposed in this article allowing the hardware reductions in
the circuit of BCT.

Two specifics of CPLD are used in the proposed method [6, 7]:

— the fan-in of PAL macrocells exceeds tremendously the value L+R, which is equal the
maximal possible number of literals in terms of (1);

— the number of EMB outputs can be taken from some set v ={1, 2, 4, 8,16}.

The main idea of proposed method. Let us use the method of optimal state assignment

from [10]. The main idea of the assignment is to represent each class B, €I1, by minimal possible
amount of generalized intervals of R-dimensional Boolean space. Let us represent the set 11, as
I1, =115 UIl, where I1; NI1. =. The class B, eIl if the flowing condition takes place:

B[ >1. (5)

If the condition (5) is violated, then B, eI1.. Obviously, the BCT should generate only the codes
of B, ell;.

Let us encode the state by optimal codes [10]. Let us represent the set I1, as I1; =11, UIl;.
Let B, ell, if the codes of states a, € B, are represented by single generalized interval of R-
dimensional Boolean space. Only codes of states a,, € A(Il¢) should be transformed. Here the set
A(Ilz) c A states from the classes B, ell. It is enough R, bits for encoding of the classes
B, ell;:

R, =’V|ng(|HE|+l)—‘. (6)

The variables z, € Z could be used for encoding of the classes, where \Z\ =R,.

Let us use the following symbols: tg is a fixed number of EMB; q is a the number of cells of
EMB for t. =1. There are t outputs in all EMBs of BMO:

te =[N/t |-t.. (7)
The value of t; is determined for U, using the following expression:

te=[q/M]. (8)
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Obviously, the following amount of outputs are free:
A, =0. 9)

These outputs could be used for representing the variables z, € Z. Let us discuss the case,
when the following condition takes place:

R, :“092(|HE|+1)—" (10)

In this case, we propose to use the model of Moore FSM U, (Fig. 2).

Z
X Block of Input ® T Block of
—> Memory —>>| RG ——@—> Micro-
. : Y
Functions operations
Start ‘
Clock
Figure 2 — Structural diagram of Moore FSM U,
The model U, has some distinguishing features:
— the BIMF implements the functions:
®=(T,Z X);; (11)
— the BMO implements not only the system (2) but also the system
Z=2(T), (12)

there is no a code transformer;
the variables T, € T represent the states a,, € A(Il.), as well as the classes B, IT.

The set A(I1.) includes the states a,, € B, such that B, €I1.
In the case of U,, the number of required inputs of macrocells is increasedto L+R +R,. In
the case of U, only L+ R, inputs are enough. But it does not cause the growth of hardware be-

cause of the high value of fan-in of modern CPLD (up to 30 [7]). The propagation times equal for
equivalent FSMs U, and U, . Therefore, the proposed method allows the hardware reduction with-
out the loss of performance.

The proposed design method for U, includes the following steps:

1. Constructing the marked GSAT.

2. Finding the partition I1, =I1; UII...
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3. Optimal state assignment and finding the sets 11, I1..

4. Encoding of the classes B; eIl .

5. Constructing the table of BMO.

6. Constructing the modified structure table of FSM U, .

7. Implementing the FSMs logic circuit.

Example of application of proposed method. Let us form the sets A ={a,,...,a;;} and
I, ={B,,....Bg} for some GSA I'j. Let it be B, ={a,}, B,={a,a,a,}, By=1{as a4},
B, ={a71381a9}’ B; = {aIO’all’aIZ}’ Bs = {aIS}’ B, = {a14}’ Bg = {a15}' So, there are
11, =1{B,,B,,B,,B,} and I1. ={B,,B,,B,,B,}. Let us use the approach from [10] and encode the
states a,, € A in the optimal manner (Fig. 3). In the discussed case, there is R =4 and, therefore,
T={T,..T,}.

T3 Ty
T, 00 01 11 10

00| a; @E@
=

Ol|<a, | as | aq

11|@y, | ay | a \agl

10| Qi3 | Q14 | Qs

Figure 3 — Optimal state codes for Moore FSM U, (I';)

The symbol U;(I';) means that the model U, is used for designing the logic circuit for a
GSA T;. As follows from Fig. 3, there are T, ={B,,B,,B,} and Il ={B.}. The codes of
B, €Il are the following: K(B,)=01**, K(B,)=00*1, K(B,)=**10. The codes of classes
B, €Il coincide with corresponding codes of the states a,, € B;. In the discussed example, there
are K(B,)=0000, K(B,)=1000, K(B,)=1001, K(B,)=1011. So, there are is |[Ic|=1. Using
(6), we can find that there are R, =1 and Z={z,}.

Let it be N =15 for the GSA TI,. Let the EMBs in use have t. =4 for q =16. So, there are
ts=4-4=16 and A, =16-15=1. It means that the condition (9) takes place. So, the proposed

design method can be applied. Let it be K(B;) =1.If Z, =0, then the FSM is some state a_ ¢ B, .

Let the interstate transitions be represented by the following system of generalized formula of
transitions [6]:

B, = a,; B, &> X80 VXX, VX X,a,,;
B, &> X,a,; vXa,, B, > Xa;vX X8 VX X585 (13)
B, =& X,a, vX, X338, vX,X5a,; By = XgagVvXsag;

B, = a,; By = X33, vXia,.

Let the microoperations Y, € Y be distributed among the states of FSM U, (I';) in the fol-
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lowing manner: Y(a;)=@, Y(az)=Y(ag)=1y1.y3}, Y(az)={y2.va.ys}, Y(as)=Y(ag)=
=Y(a12)={y1.¥7.¥8: V15}»  Y(@s)=1y3.¥s.Ye}, Y(a7)=1iyi0.v11}, Y(ag)=1{V10. Y12},
Y(a10)= Y1 V13 Y14}, Y(a11)=Y(a15) ={ya. v13}, Y(az)=1{y7. Vo), Y(au)=1y2 ¥ }.

The table of BMO includes the columns a,,, K(a,,), Y(a, ). K(B;), m, where K(a,) isan

address of some cell. In the case of U,(I";), this table has M =15 rows (Fig. 4). As follows from
Fig.4, the variable Z, =1 is added to the collections of microoperations for states a ., € B.. It is
connected with the relation B, € II.. The modified structure table of FSM U, includes the col-
umns B,,..h. The code of any class B; is represented as B;, K(B,), a,, K(a,), X;, @, h.In
the case of FSM U, (I',), the table includes H,(I";) =17 rows. This number is determined by the

total amount of terms in the system (13). The transitions for classes B,, B, By are represented by
Table 1.
T, T,

T,T, 00 01 11 10
00 - Y3YsYo Y1Ys YioY11
01| VYi¥s | YoYaYe | YiY7YsYis *
11| Y1YsYaZ1 | YaY13Z1 | Y1Y7YsY15Z1 | Y1Y7YsYis
10| ¥7Ys Y2Y12 YaY13 Y1oY12
Figure 4 — Content of cells for block BMO of FSM U, (I';)

Table 1 — The part of modified ST of Moore FSM U, (T',)

5 <(e) . e X, N h
21 | T | T | Tz | Ta T | T | T3 | Ty
ap, 11111010 x;1 | b,D, 1
B,lojo|1|*|*]a,|1|1]|0]|1]Xx]|D,D,D, 2
a,|1|1|1]|1]|%x%x|DD,D,D, 3
a, 0| 1|0|0] x4 |D, 4
B.[1|*|*|*|*|a|o|1]0]1]|Xsx3|D,D, 5
a, |0 1| 1] 1] Xgx3|D,D,D, 6
8. |ol1]0]0]o0 a, 111110 f5 D,D,D, 7
a, [1|0|1|1]|] X5 |D,D, 8

This table is the base for constructing the system (11). For example, the following part of eg-
uation can be derived from the Table 1: D, =z, T:T.X,X, v zX,X, vZT,T,T,T,. Let us point out
that this equation is minimized. It is interesting that there are 37 rows in the structure table of
Moore FSM with the arbitrary state encoding (for the GSA T,).

The last step of the method is connected with development of VHDL — models and use of
standard tools. These questions are thoroughly discussed in literature [1, 7]. We do not discuss this
step in our article.
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Conclusion. The proposed method allows decreasing the hardware amount in the logic circuit
of CPLD — based Moore FSM. The comparison is made with the Moore FSM U, including the

transformer of state codes into the codes of classes of pseudoequivalent states. If the condition (10)
takes place, then there is no need in the BCT. If decreases the number of PALSs in the logic circuit of
Moore FSM.

The scientific novelty of the proposed method is reduced to usage of peculiarities of both the
Moore FSM (the existence of pseudoequivalent states) and CPLD (the wide fan-in of PAL macro-
cells). These peculiarities are used for decreasing the number of PAL macrocells in the Moore
FSM’s logic circuit.

The practical meaning of the proposed method is determined by the diminishing the area of
SoC occupied by the logic circuit of a control unit in comparison with known approaches. We con-
ducted the investigations to compare the models U; and Uy. It turns out that the proposed approach
always gives the gain if the condition (10) takes place. The maximal gain can be up to 38%.
Besides, both FSMs have equal propagation times. Therefore, the proposed method gives a gain in
hardware without the loss of performance.
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JI1.O. Tumapenxo, C.0. Kosanvos, C.O. l{onono

13’erehtozypbc1<m7 YHigepcumem, 2 JToneubKuii HAUIOHATbHII MeXHiuHUiL YHigepcumem

3menwenna kinokocmi makpoocepeokie PAL y cxemi MIIA Mypa npu peanizauyii na CPLD.
Ipucmpiii kepyeanus KOOPOUHYE 83AEMOOII0 8Cix ONIOKI6 yupposoi cucmemu i Ha NPAKMUYL YACMO
Peanizyemucs 3 BUKOPUCTMAHHAM MOO0eli MIKponpocpamHuo2o asmomama Mypa. Y naw uac npozpec
6 0baacmi MIKpoenekmpoHiKu npueie 00 nosisu <cucmem-na-kpucmani» (S0C, system-on-chip),
DYHKYIOHANbHI MOJNICIUBOCI AKUX € OOCMAMHIMU 05 peanizayii cKiaoHoi yugposoi cucmemi Ha
oonomy xpucmani. ¥ SOC nocika mooice peanizogyeamucsi 3 SUKOPUCMAHHAM MAKpOOCepeoKia
Programmable Array Logic (PAL), a mabnuuni ¢pynkyii peanizyromocs 3a 00nomozoio 0O10Ki6
nam'asmi Embedded Memory Blocks (EMB). Ooduiero 3 akxmyanvhux 3a60anv 6 ybomy 8Unaoky €
3MEHWEeHHs GUMPAm anapamypu  cxemi Mikponpozpamuozo aémomama Mypa. Bupiwenns ybo2o
3a60aHHA 00360JIA€ 3MEHWUMU NAOWY KPUCMAILA, SAKY 3AUMAE cXema Npucmporo KepyeauHs, npu
YbOMY MONCIUBO 30INbULEHHS PYHKYIOHATLHUX MONCIUBOCMEU CUCTNEMU 8 PAMKAX 0OHO20 KPUCMA-
na. B pobomi 3anpononoeano memoo 3smenuients anapamyprux eumpam y cxemi asmomama Mypa,
WO 3ACHOBAHUL HA BUKOPUCTNAHHI AK 0COOIUBOCHEN eleMEeHMHO020 OaA3UCy, MaK U MONCIUBUX MO-
oughikayii cmpykmypHoi cxemu mikponpoepamnozo aeémomama Mypa. Tak, 8inbHi euxoou 86y0o-
BAHUX ONIOKI8 NaAM Smi MONCYMb OVMU SUKOPUCAHT OJisl NpedCmAasieHHs KOOI8 Kdci8 NnceeioeKai-
BANEHMHUX CMAHI8 MIKPONPOSPAMHO20 —aémomamd, Npu YbOMY 3MEHULYEMbCSA  KIbKiCMb
maxpoocepeokie PAL 3agosaxu eenuxomy koeghiyienmy 00’eonanns 3a 6xoodom. Lle ooszsonse
VHUKHYMU 8UKOPUCMANHA NEPEemeoplosaia Kooie npu 6UKOPUCIAHHI NCeBO0EKBI8AICHMHUX CINAHI8
Mmikponpoepamnozo asémomama Mypa. Cykynuicmv yux nioxooié 00360JA€ 3MEHUUMU NIOULY
kpucmana SOC, wo 3atimae KomOinayiliina cxema MikponpozpamHozo asmomama Mypa ma
ompumamu cxemy, AKa 801001€ MEHUWOI0 8APMICMIO, HIdC 8I00MI 3 1iMepamypu aHal02U.

Kniouoei cnosa: CPLD, sumpamu anapamypu, MIIA Mypa, PAL, maxpoocepeoxu.

JL.A. Tumapenxo, C.A. Kosaneg, C.A. Llonono

13e11euozypc1<uﬁ YHUgepcumem, Zﬂonewcuﬁ HAUUOHAIbHBLIL MEXHUYECKUIL YHUGEpCUmem
Ymenvwenue konuuecmea maxposueex PAL ¢ cxeme MIIA Mypa npu peanuzayuu na CPLD.
Yempoiicmeo ynpasnenus koopounupyem e3aumooeiicmsue 6cex 0J10K08 YUpposoli cucmemsl U Ha
npaKmuke 4acmo peanu3yemcst ¢ UCHOAb308aAHUEM MOOeIU MUKPONPOSpaAMMHo20 asmomama Mypa.
B nacmosawue 8pems npoepecc 6 obaacmu MuKpOdIIeKMPOHUKU NPUBET K NOABIEHUI) <CUCTNeM-
Ha-kpucmanne» (SOC, system-on-chip), ¢yukyuonanvhbie 603MOHCHOCMU KOMOPBIX OOCMAMOYHbL
0J1A peanuzayuu CloXHCHOU Yyugdposou cucmemsl Ha 00HoM Kpucmainne. B SOC npoussonvhas nocuka
MOdCEM Peanu3o8bleamovcsi ¢ UCNOIb308anuem maxkposueex Programmable Array Logic (PAL), a
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mabauunvle Gynkyuu pearuzyiomesi ¢ nomowwto 6nokosé namsmu Embedded Memory Blocks
(EMB). Oonoti uz axmyanvhvlx 3a0aw 6 3mom ciyuae s6IAemcs YMeHbUuleHue annapamypHbix
3ampam 6 cxeme MUKponpocpammuozo aeémomama Mypa. Pewenue smoil 3adauu noseonsem
VMEHbUUMb NI0Wadb KPUCMALLA, 3aHUMAEMYI0 CXeMOU YCmpoUuCmea YynpaeieHus, npu 9mom 603-
MOJCHO YBenuyeHue QYHKYUOHATbHBIX B03MONCHOCIEL CUCTNEMbl 8 PAMKAX 00OHO020 Kpucmaiid. B
pabome npeonazaemcsi mMemoo, KOMOPbl NO380AAEm YMEHbWUMb annapamyphvle 3ampamsi 6
cxeme agmomama Mypa, peanuzyemoeo 6 6azuce CPLD, no cpasnenuio ¢ MIIA U1 (T), sxmouaro-
wum npeobpazogamenb K0008 Nce800IKBUBANEHMHBIX COCMOAHUL 8 KOObl KIACCO8 NCEBO0IKEUBA-
JIeHmHbIX cocmoanut. IIpu Hanuuuu 00cmamoyHo2o Koauiecmaa c80000HbIx 8bix0006 b1okos EMB
omnadaem HeoOX0OUMOCMb 8 UCNOAb308AHUU NPeobpasoeamens, Ymo yMeHbuiaem 4ucio 010K08
EMB no cpasnenuio ¢ MI1IA U1(T). Cymwb npednosicennoco memooa 3akmiodaemcss 6 UCnoib308aHUl
ocobennocmeii  asmomama Mypa (Haruuue KiAcco8 NCEBOOIKGUBATIEHMHBIX COCMOSHUL) U
anemenmuozo 6azuca (6orvuwion Kod¢h@duyuenm o06veOuHenuss no 6x00y) 0Nl YMEHbUEHUsT YUCLA
makposiueek PAL 6 nocuueckoii cxeme asmomama. Omo nos3gonsem YMeHbWUMb NIouaddb
kpucmanna SOC, zanumaemyro kombunayuonnou cxemou MIIA Uy(T), u nonyuums cxemy, komopas
obnadaem Mmenvlel CMOUMOCMbIO, YeM U38ecmHble U3 Jaumepamypuvl ananoeu. Ilpu smom
aemomamut U1(T) u Uy(T) umerom oounaxosoe bvicmpooeticmsue, mo ecmbv 8blucpbli HO annapa-
mype He npusooum K nomepe npou3eo0umeIbHOCHu.

Knroueswte cnosa: CPLD, annapamypusie 3ampamoi, MIIA Mypa, PAL, maxposuetixu.
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