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Man-machine interaction is ubiquitous in today’s world. Despite the variety
of ways how to organize this interaction, there are a lot of challenges to improve
the control devices and methods of interactional data processing. The interaction
must be as natural as possible for a human and it’s the priority task in this re-
search domain. One of the promising methods of the interaction is based on the
human gestures, their recognition and interpretation.

System gesture recognition by inertial sensors. There are different ges-
ture recognition approaches, which have been developed in recent years and can
be categorized into two groups: optical and non-optical gestural recognition
techniques.

In optical-based gesture recognition
approaches, cameras are used as optical
sensors. However, these approaches,
which perform gesture recognition in
some applications accurately, do not
support applications that are required to
work with no direct line of sight (occlu-
sion problem). Furthermore, optical data
is sensitive to illumination conditions
and, therefore, can only be used under
certain circumstances. Finally, the user
should wear additional thing which must
be comfortable and/or socially unac-
ceptable. All these limitations are possi-
ble to redress by inertial sensors (IMU)
[1].

The placing of such sensor was proposed by M. Roshandel and A. Munjal,
who placed inertial system with sensors (4×4×0.9mm) on a finger ring [2]. This
smart finger ring (Pingu) is presented on fig. 1. We use only IMU (MPU-6050)
in our research by the same fixing method on index finger.

Gesture representation. The experimental data allows us to represent ges-
tures in the XZ-plane because all our gestures imitate handwriting. We use 4 dif-
ferent gestures that draw the characters ‘0’, ‘1’, ‘2’, ‘3’. Their trajectories are
shown on fig. 2.

In our experiments, we present the trajectories of gestures as an image. Ac-
cording to M.K. Bhuyan and K. F. MacDorman [3] we have to make some steps
of image training order to prepare an image for recognition. These steps are the

Figure 1. Pingu, smart finger ring for in-
teraction by inertial sensors
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following: 1-2) Two initial video frames; 3) edge image of the first frame; 4)
difference image; 5) threshold difference image; 6) median filtering of threshold
difference image, 7) thinning; 8) connected component labeling.

We represent gestures as the image
matrix  which  consists  of  0  or  1
(white or black), so we can just reduce the
image to fixed size (it’s necessary for the
neural network learning). There is the rea-
son to make the small image. In this case
the image will contain only the monument
points as the advantage in analysis and it
will minimize time for neural network
learning. So, we normalized all x-
coordinates, increased them to the desired
size  and  set  them  to  an  integer  (1).  After
that, we repeated the same steps for z-

coordinates.

);
mx

X[i]1)-(sx(round[i]X (1)

where X[i] is the coordinate X of the trajectory, sx is the width (X-axis) of the
image [0, sx-1], mx is the maximum of the x-coordinate for normalizing.

Recognition by Self-Organizing Maps. We classified images of gesture
trajectories using the Kohonen Neural Network (Self-Organizing Maps). We
presented input data for Network as the matrix, where each matrix column is one
image. Each column of the image follows previous column of this image in the
column of input matrix.

In our tests we used 4 gestures and every image has the size [10×10]. The
input matrix has the size [N,100], where N is numbers of patterns and 100 is
10*10 points of images. Our input matrix has to include not less one pattern of
each gesture. We set size [4,1] for Kohonen map because we use only 4 different
gestures.

Results and conclusions. As follows from the research, we obtained the
map, where every part of the map has the same number of appropriate patterns
with numbers of input data for learning (fig.3a). The tests showed that one pat-
tern of each could be enough for recognition more than 90% examples (fig. 3b).

Figure 3. Learning result of Kohonen map (a) and Table of test result (b)

Figure 2. Trajectories of gestures on
the XZ-plane
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The results show that our system provides gesture recognition. It uses for
that minimum numbers patterns and minimal time (not more 3 seconds).  Wear-
ing  of  the  sensor  is  an  optimal  and  practical  way  because  it's  presented  as  the
ring accessory. Actually, this system needs extension of the used gesture list and
testing by more similar gestures between each other.

References
1. R. Xu, S. Zhou, and W. J. Li, “MEMS Accelerometer Based Nonspecific-User Hand

Gesture Recognition,” Proc. IEEE SENSORS JOURNAL, pp. 1166 – 1172, 2012.
2. M. Roshandel1, A. Munja, P. Moghadam, S. Tajik, and H. Ketabdar, “Multi-sensor

ased Gestures Recognition with a Smart Finger Ring,” Proc. SIGCHI Conference on Human
Factors in Computing systems, pp. 316 – 323, 2014.

3. M.K. Bhuyan, K. F. MacDorman, M. K. Kar, D. R. Neog, B. C. Lovell, and P. Gadde,
“Hand pose recognition from monocular images by geometrical and texture analysis,” Proc.
Journal of Visual Languages and Computing, pp. 39 – 54, 2015.

Abstract
In this paper, a new wearable system to measure a gesture is described. It consists of a

set of sensors (accelerometer and gyroscope) attached to the index finger, and of a microcon-
troller for index finger acceleration and angular velocity acquisition and conditioning. The
paper focuses on the gesture recognition using the Kohonen neural network. The results show
that the proposed system allows recognizing the basic gestures in aims to further implementa-
tion of the control device for man-machine gesture interaction.
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